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2/7 — Beam Monitoring Data Context

BeamData process

e Access via XMLRPC
e Read only, no control
e Scaled data

e Data path to offline

Control process

Some W32 Computer

e Access via lowlevel UDP
e Read/Control
e Unscaled data (7)

o, e Data consumed locally
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3/7 — BeamData Process Details

http://www-db.fnal.gov/xmlrpc/Accelerator

e Two data sources: in-spill ”triggered” callback

http://www-bd.fnal.gov/xmirpc/Export
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4/7 — How to Run the BeamData process

Currently the idea is to run on minos-om.fnal.gov

As minos@minos-om.fnal.gov:
1. setup_beamdata

2. cd BD/srt/BeamData/run
3. ./start.sh

Starts local rotorooter, msgReader and minosbd.py (the BeamData

process)

Current setup is for testing only, needs to be hooked into runcontrol.

Possible to run from inside a firewall via SSH tunnels.



5/7 — Configuring the BeamData Process

Configuration is a cascade of:
1. Hard coded defaults in the config.py class
2. INI style config file in ~user/.minosbd.cfg
3. INI style config file in ./minosbd.cfg
4. Command line arguments

Options:
e In- and out-of-spill as well as trigger devices
e Logging levels and output location
e Connection/callback URL’s, hosts, ports

e Rotorooter host, output file sizes



6/7 — RawDataBlock

RawBeamMonBlock

-devices: map<string,RawBeamData*>

+GetNames () :

vector<string>
+operator[](name:string):

RawBeamData
-name: string
-dataPtr: int
-nData: int
-isFloat: bool
const RawBeamdDataf -
+GetData<IntOrFloat>(): vector<IntOrFloat:

i

§

rﬂmE_:m_u:__wmm-:_so:w_On_A

TmEO:nO_“mc:_wmm3_<_o=_w_0n_A

e In- and out-of-spill unpackers implemented in RawBeamMonBlock,

e which acts like a map between ACNET device name and RawBeamData

e which holds the data for one ACNET device

e RawBeamMonData is either int or float as determined by the data

e Failed lookups or type mismatch trigger errors




7/7 — To do

e Hook into run control

e Prompt monitoring web pages

e Runtime safeguards (no duplicate process, etc)

e Direct output ROOT files into Enstore

e Flesh out and test RawDataBlock, particularly w.r.t. time stamping
e Testing, testing, testing...

Will have 2 weeks FC shift in 2nd part of October, will do final work on
this then, but much of this should be done before hand.



